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The complex impact of AI-generated content on communication1

Abstract

The rise of artificial intelligence (AI) is causing a paradigm shift in many areas of 
communication. This paper explores the diverse and often ambivalent implications 
of AI-generated content, focusing on the risks of homogenisation and sameness, 
the potential for manipulation and disinformation, and the erosion of human 
interactions and social skills. It also examines the challenges of preserving linguistic 
diversity, the risk of exacerbating social inequalities, the role of cultural differences 
in the adoption of AI-based communication, and the importance of adaptation, the 
acquisition of new skills, and ethical considerations. Finally, the paper also analyses 
the psychological impact of AI on communication, highlighting the importance of 
maintaining self-confidence, autonomy and creativity when integrating with AI. The 
study takes an interdisciplinary approach, drawing on relevant research in linguistics, 
communication science, sociology, ethics and psychology.
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Introduction

The rapid development of Artificial Intelligence (AI) is profoundly changing 
many aspects of society, including communication. AI-generated content, be 
it text, speech, images or video, is increasingly essential in our daily lives, 
from news sources to social media and professional communication (Balázs 
G. 2015; Farkas et al. 2024). While AI has significant potential to increase the 
effectiveness and reach of communication, it also raises several critical issues 
and potential risks. This paper aims to provide a comprehensive picture of the 
complex implications of AI-generated content for communication, focusing 
on the dangers of homogenisation, manipulation and erosion of social skills. 
It also explores the social, cultural and psychological factors influencing the 
adoption and impact of AI-based communication. The complex effect of AI-
generated content on communication: homogenisation, manipulation and 
erosion of social skills (Balázs–Arató 2024). 

1	 “Project No. TKP2021-NKTA-51 was realized with the support of the Ministry of Culture 
and Innova tion from the National Research Development and Innovation Fund, financed 
by the TKP2021-NK TA tender program.”
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Homogenisation of communication and the proliferation of templates.

AI algorithms are trained on existing, mostly English-language data sets, 
which can result in the texts and speeches they generate repeating specific 
patterns and styles. This phenomenon can be particularly pronounced in cases 
where the training data does not adequately represent linguistic diversity 
and individual idioms. We risk losing our unique verbal expressiveness and 
linguistic innovation if we rely too heavily on AI-suggested or generated 
content.  The suppression of individual style and creativity can be particularly 
problematic in creative industries (e.g. journalism, literature, screenwriting), 
education (e.g. essay writing, presentations) and personal expression, where 
authentic voice and originality of approach are key. If content production 
becomes routine, AI-generated ‘good enough’ texts may overshadow work 
based on individual thought and creative expression. Shneiderman (2021) 
emphasises that AI design should enhance rather than replace human creativity, 
highlighting the potential of human-machine collaboration in creative 
processes. Dominek (2022) highlights the role of the flow experience in 
acquiring experience and developing creativity in education in the context of 
the flow-based pedagogical model. The overuse of AI in communication can 
prevent the experience of flow in creative processes, thus limiting individual 
expression and linguistic innovation. Rather than enhancing our creativity, 
AI can paradoxically limit it if we passively accept the content it generates. 
In the long run, this can lead to a loss of linguistic and intellectual diversity 
(Bender–Friedman 2018), leading to a poverty of forms of communication 
and a loss of cultural and social diversity. The impact of AI in this direction can 
be hazardous for younger generations, who increasingly require autonomous, 
authentic self-expression and linguistic creativity in their identity formation. 
The decline of critical thinking, originality and intellectual curiosity may 
negatively affect education and democratic discourse. 

The threat to linguistic diversity

Despite the development of AI-based translation technologies, maintaining 
linguistic diversity can be a significant challenge. Although AI systems are 
increasingly capable of handling more languages and machine translation 
technologies have made spectacular advances, minor languages, dialects and 
linguistic diversity are often overshadowed. One of the main reasons for 
this is the dominance of large training datasets containing predominantly 
most languages. As Hinton’s (2015) work points out, deep learning systems 
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require vast amounts of data to be effective. This approach puts resource-poor 
languages, for which a limited quantity of digitised text is often available, 
at a structural disadvantage. This digital inequality can have technological, 
cultural, and social consequences. In his work on language revitalisation, 
Fishman (2001) emphasises that languages are not only means of 
communication, but also complex cultural systems that are carriers of shared 
knowledge, worldviews, historical experiences and identities. Suppose AI 
systems are unable to represent these languages adequately. In that case, this 
is not only a technological shortcoming, but can also contribute to cultural 
homogenisation and the gradual disappearance of linguistic diversity. 

In the long term, marginalising minor languages in AI systems risks 
linguistic digital exclusion. This is exacerbated by the fact that in many 
cases, language communities do not have sufficient technical or financial 
resources to effectively digitise their languages and make them available 
to AI systems. In addition, collecting and using data raises several ethical 
issues, mainly if the data is used without the consent of the communities or in 
a non-transparent way. Jurafsky et al. (2020) highlight that a more inclusive, 
linguistically diverse approach that takes into account the specificities and 
cultural values of minority languages would be key in the development of 
language models for MI. This requires both technological developments 
and a commitment to language policy by developers, researchers and policy 
makers alike.

In the future, AI will have to speak as many languages as possible and 
represent each language community respectfully and responsibly (Balázs 2025). 
To this end, developing partnerships involving local language communities, 
linguists, cultural organisations and teachers is essential. In the long term, the 
marginalisation of minor languages in AI systems carries the risk of linguistic 
digital exclusion. This is exacerbated by the fact that the language-speaking 
communities often do not have sufficient technical or financial resources to 
digitise their languages and make them available to AI systems. In addition, 
collecting and using data raises several ethical issues, mainly if the data is 
used without the consent of the communities or in a non-transparent way. 
Jurafsky et al. (2020) highlight that a more inclusive, linguistically diverse 
approach that takes into account the specificities and cultural values of 
minority languages would be key in the development of language models 
for MI. This requires both technological developments and a commitment to 
language policy by developers, researchers and policy makers alike (Antal 
2017; Antal 2024).
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Manipulation and disinformation: the dark side of AI and ethical 
considerations

Being used as a tool for manipulation and disinformation is one of the darkest 
potential consequences of AI. AI can produce highly lifelike and convincing 
fake content, including deepfake videos, generated voice recordings, 
fake news, manipulated images and personalised misleading messages 
(Kenyeres–Szűts 2024: 2005; Kenyeres–Szűts 2025). These technologies 
can be highly sophisticated and often complex for experts to distinguish from 
accurate content (Goodfellow et al. 2014). This is particularly dangerous in 
digitally illiterate communities, where the ability to evaluate critically may 
not be able to keep up with algorithmic manipulation (Pennycook–Rand 
2019; Kenyeres–Szűts 2024). AI can bring a new level of effectiveness to 
disinformation campaigns, with the ability to automatically produce targeted, 
personalised content for political or economic purposes. Micro-targeting 
exposes users to information bubbles that reinforce their views, increase 
polarisation and amplify social divisions (Lewandowsky et al. 2017). The 
narratives generated by AI can thus not only influence public opinion, but also 
directly impact the outcome of elections, trust in public institutions and the 
quality of democratic discourse. The danger is compounded by the tendency 
of users to over-rely on AI-generated content, which implies technological 
objectivity. This trust often leads to uncritical acceptance and diminishes the 
role of source criticism and awareness in information acquisition. The fake 
content created by AI not only disinforms, but also creates fear, anger or 
distrust in society through emotional manipulation - thus destabilising social 
cohesion. 

A particularly worrying dimension of deepfake technology is that it can be 
used not only against public figures, but also against individuals, for example, 
in smear campaigns, online harassment or identity theft. At the same time, 
a new phenomenon is emerging: the strategy of plausible deniability, where 
the authenticity of real videos or statements can be challenged because they 
must be deepfakes, thus losing the power of facts in debates. Against this 
backdrop, prevention and protection through technological, educational and 
legal means are essential. Vaccari and Chadwick (2020) state that the fight 
against disinformation must occur at multiple levels: through media literacy 
and critical thinking education, technological solutions such as content 
authentication, source tracking and metadata-based identification systems. 

Ethical considerations are central to the use of AI in communication. 
Privacy (Solove 2011), transparency of algorithms (Doshi-Velez et al. 2017), 
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fairness and avoidance of discrimination (Harris 2018), and accountability 
are all critical areas that require attention from lawmakers, technology 
developers, and users alike. Ensuring the authenticity and trustworthiness of 
AI-generated content and preventing the misuse of deepfake technologies is 
paramount to maintaining public trust (Taddeo–Floridi 2020). In the future, 
it will be necessary to develop comprehensive ethical frameworks that 
regulate the use of AI for communication purposes and ensure responsible 
and ethical use (Mittelstadt et al. 2016), taking into account the perspectives 
of different stakeholders (e.g. developers, users, society) (Anderson et al. 
2018). Developers and users of AI have a shared responsibility to use these 
tools transparently, ethically and socially responsibly. Protecting the digital 
environment is not only a technological issue, but also a moral one, because 
the authenticity of our shared reality is at stake.

Excessive interactions with AI can reduce empathy and social skills, 
as these interactions often lack human emotions, non-verbal cues and 
fundamental social dynamics. Communicating with chatbots, especially 
with ChatGPT (Balázs–Bek–Szűts 2024: 666) and virtual assistants, does 
not require the complex social skills developed in basic human interactions, 
such as patience, understanding, compromise, emotional intelligence and 
conflict resolution. Turkle (2011) explores how technology affects our social 
relationships and intimacy, pointing to the dangers of superficiality in virtual 
relationships and the lack of real intimacy. If people spend too much time 
in such artificial interactions, they may be less prepared for the complexity 
and emotional depth of genuine human relationships. The impoverishment 
of personal relationships and the decline in social skills can negatively 
affect individual well-being and social cohesion (Oberle 2016), leading to 
increased social isolation and mental health problems (Cacioppo–Hawkley 
2009). Dominek (2021) interprets flow as the presence of positive psychology 
in education, promoting immersion and intrinsic motivation (Ryan–Deci 
2000). Relying solely on AI-based communication may reduce the potential 
for the flow experience experienced in fundamental human interactions to 
contribute to developing emotional intelligence and social skills. Thoughts 
generated with AI will be without heart and soul (Czine 2024).

Social inequalities

Social groups with more limited financial resources, lower digital literacy 
or living in peripheral regions may be significantly disadvantaged by the 
diffusion of AI-based systems. This access gap is reflected in the ability to 
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use the technologies and their physical, economic and educational access. 
AI’s communication and information benefits, such as real-time translation, 
automated administration, personalised academic support or online 
employment opportunities, are truly accessible to those with the necessary 
tools, network infrastructure and technological literacy. Van Dijk (2005) 
clarifies that the digital divide is not just a technical issue, but is intertwined 
with profound social, economic and cultural inequalities. Digital illiteracy 
is not only an information disadvantage but also reduces an individual’s 
opportunities to participate in education, the labour market, and democratic 
decision-making. The spread of AI could exacerbate these disadvantages, as 
algorithmic systems are often based on pre-existing social patterns, and if not 
correctly designed, risk reinforcing or recreating discrimination. 

The problem of inequality of access is not only at the level of individuals, 
but also at the level of whole communities. Some schools, workplaces or 
regions do not have the resources to implement and sustain AI tools. As a result, 
students or workers in such environments are disadvantaged - their chances of 
social mobility, skills development and economic advancement are reduced. 
It is also important to note that access to AI is not only a technical issue, but 
can also be a cultural and linguistic one. If technologies cannot adequately 
address a particular language, dialect or cultural code, members of a specific 
community may again be excluded from the opportunities offered by AI. This 
can be particularly critical for minority or immigrant communities, who may 
then face a new form of digital marginalisation. Floridi (2014) emphasises 
that promoting digital ethics and information justice is one of the pillars 
of equitable AI development. The widespread and equitable availability 
of AI-based communication tools is essential to ensure these technologies 
reduce, rather than reinforce, existing inequalities. This requires targeted 
education programmes, inclusive design, and territorial and social equity in 
technological infrastructure.

Different cultures may also interpret and use AI-based communication 
tools differently, significantly impacting their acceptance and communication 
norms (Arató–Balázs 2022: 92; Szöllősi-Baráth 2023: 95). Hofstede’s (2001) 
theory of cultural dimensions highlights that collectivist and individualist 
cultures have different values that can influence technology adoption and 
communication preferences. For example, resistance to AI-mediated 
interactions may appear impersonal in a collectivist culture, where there may 
be a greater emphasis on personal relationships and community harmony. 
Conversely, AI-based communication may be more readily adopted in an 
individualistic culture, emphasising efficiency, autonomy and convenience. 
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Consideration of cultural context is essential for successfully implementing AI 
communication technologies and managing potential resistance (Akinnagbe 
2024), including culturally sensitive design and localisation of user interfaces 
(Nielsen 1993). 

As AI becomes more integrated into our communication processes, we 
must learn how to interact effectively with these tools. This means not only 
understanding the technical skills but also being able to critically examine AI-
generated content and identify potential biases and attempts at manipulation. 
The notion of AI literacy is becoming increasingly important, encompassing a 
basic understanding of how AI works, the effective use of AI-based tools, and 
knowledge of the ethical implications of AI (Long–Magerko 2020). Education 
and social awareness are key in helping people acquire these new skills, 
including critical thinking, media literacy and the responsible use of AI-based 
information resources (Buckingham 2003; Monika Rajcsanyi-Molnar 2024; 
Balázs L. 2023; Kőkuti et. al. 2023, Szűts–Szűts-Novák 2023: 566).

Ultimately, the actual societal value of AI communication technologies 
depends not only on their level of advancement but also on the fairness of their 
accessibility. The opportunity to participate in the digital world must not be a 
privilege – everyone deserves a fair chance to be part of the communication 
revolution of the 21st century (Arató–Balázs 2023: 756).

The psychological effects can also be profound. Excessive reliance on AI in 
decision-making and communication may reduce self-confidence and belief 
in one’s abilities (Bandura 1977). The seemingly perfect texts and responses 
generated by AI can create unrealistic expectations of our communication 
skills, potentially leading to anxiety and self-esteem issues (Leary–Kowalski 
1995). Constant comparison with AI-generated, flawless-looking content can 
negatively impact trust in individual creativity and self-expression. It is vital 
to view AI not as a replacement for creativity and independent thinking, but 
as a complement. Establishing a healthy balance in the interaction between 
human and artificial intelligence is crucial for maintaining psychological 
well-being (Ryan–Deci 2000), emphasising the fulfilment of psychological 
needs for autonomy, competence, and relatedness during interactions with AI. 
Overuse of AI can also reduce cognitive effort and weaken critical thinking 
skills (Carr 2010).

Conclusion

AI-generated text revolutionises communication but also brings significant 
challenges and risks. Homogenisation, manipulation, erosion of social skills, 
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threats to linguistic diversity, amplification of social inequalities, ethical 
dilemmas, and psychological impacts are all areas that require careful 
consideration and proactive measures. Future research and development 
should promote responsible AI use, enhance critical thinking, preserve 
linguistic and cultural diversity, and develop ethical frameworks. Only 
then can AI in communication truly benefit humanity without undermining 
individual creativity, social trust, and genuine human connections. Society 
must approach these complex challenges with an interdisciplinary perspective, 
involving technology developers, researchers, policymakers, and users alike 
in shaping a sustainable and ethical future for AI-based communication.
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